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Eliminating the gap between pre-training and fine-tuning using Multi-task Fine-tuning
Designing an auxiliary task leveraging lessons learned from vanilla models

L3Masking (Idea: The lower likelihood, the more masking, vice versa)
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